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supervised machine learning 
is a formalized method for  

finding useful rules of thumb



• high precision you find 
mostly needles 

• high recall you find most of 
the needles 

• high accuracy you find all 
the needles and only needles



A sentiment classifier

• Find complaints: individual attention or “learn what people are 
thinking” 

• If accuracy < 1, and we have to choose between precision or 
recall, we’ll choose precision



training data: sentiment140.com

• ‘ is upset that he can't update his Facebook by texting it... and 
might cry as a result School today also. Blah! :-( ‘ 

• ‘ Just woke up. Having no school is the best feeling ever :-) ’

http://sentiment140.com


python demo

• github.com/williamsmj/sentiment 

• accuracy ≈80%, i.e. it works!

http://github.com/williamsmj/sentiment
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what’s the problem?
• our system attempts to algorithmically identify ‘negative sentiment’ 

• it does a better job of finding strident, unambiguous expressions of 
emotion 

• men are more likely to make such expressions 

• men therefore attract disproportionately more attention from 
brands using these products 

• we amplified their privilege





generic attributes

• achieving high accuracy is hard and product requires high 
precision 

• this implies low recall 

• we are better at identifying archetypes or extremes 

• the extremes of a class are more likely to be a particular group



unequal distribution of  
precision and recall 

across demographic groups



btw, this is independent of possibilities 
that men are more likely to: 

have negative opinions 
express those opinions
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applied to human beings, 
supervised machine learning  

is a formalized method for  
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your choices have 
consequences 

ethical 
legal 

commercial









target variable





training data: 
recapitulating historical bias





proxy features





• Civil Rights Acts of 1964 and 1991 
• Americans with Disabilities Act 
• Genetic Information Nondiscrimination Act 
• Equal Credit Opportunity Act 
• Fair Housing Act



disparate treatment 
≈ intentional



disparate impact 
≈ unintentional/implicit



EEOC guidelines for disparate impact 
“selection rate for a protected class 
that is less than 4/5 the rate for the 

group with the highest rate”



disparate impact defence 
selection procedure is “business 

related” in that selection is correlated 
with performance (“at p < 0.05”)



this defense can be overcome by 
showing there was a 

less disparately impactful option



• automated sentiment systems are used to ‘learn what people 
think’ on social media 

• in practice they amplify the voices of men, enhancing their 
privilege 

• applied to humans, supervised machine learning is an attempt to 
discover which stereotypes are true 

• when you build a model, consider the ethical, legal and 
commercial consequences of the choices you make







Follow up
• Learning fair representations, Zemel et al., 2013, JML 

• Fairness through awareness, Dwork et al., 2012, ITCS (google ‘dwork 
nytimes’ for a non-mathematical overview) 

• Big Data’s Disparate Impact, Barocas and Selbst, 2016, California Law 
Review 

• Solon Barocas, Moritz Hardt, Cathy O’Neill, Delip Rao, Sorelle Friedler 

• mike@mike.place, @mikepqr, github.com/williamsmj/sentiment, 
fastforwardlabs.com 
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